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Background

1. Deep learning-based models

2. Text Matching Data

• Data-hungry
• Strong dependency on training data distribution (domain)

• Deep semantics
• Difficulty in collecting and labeling



Motivation

How to train a deep text matching model in the few-shot learning setting?

Source Domain Data Distribution Gap Poor Performance Adaptability



Related Work
1. Adaptation methods

2. Weighting examples

• Merging the source and target data directly for training (Koehn et al., 2017)
• Learning a domain classifier to confuse domains adversarially (Cohen et al., 2018)
• A reinforcement learning-based data selector for cross-domain transfer learning 

(Qu et al., 2019)

• Importance sampling is a classic method in statistics that assigns weights to 
samples to match one distribution with another (Kahn et al., 1952)

• Focal loss adds a soft weighting scheme that emphasizes harder examples (He et al., 
2017)

• Learning to reweight examples for regularization of noisy and corrupted labels (Ren 
et al., 2019)



Application Scenarios
1. Adaptation methods

2. Weighting examples

• Merging the source and target data directly for training (Koehn et al., 2017)
• Learning a domain classifier to confuse domains adversarially (Cohen et al., 2018)
• A reinforcement learning-based data selector for cross-domain transfer learning 

(Qu et al., 2019)

• Importance sampling is a classic method in statistics that assigns weights to 
samples to match one distribution with another (Kahn et al., 1952)

• Focal loss adds a soft weighting scheme that emphasizes harder examples (He et al., 
2017)

• Learning to reweight examples for regularization of noisy and corrupted labels (Ren 
et al., 2019)



I. Establishing a connection in the computational graph (1, 2, 3)
II. Regulating weights through meta-gradient descent (4, 5)
III. Training text matching models on weighted samples (6, 7)

Meta-Weight Regulator



The Path of Computational Graph



Establishing a connection in the computational graph
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Regulating weights through meta-gradient descent
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Training text matching models on weighted samples 

6.  𝑦!" = 𝑇𝑀𝑀" 𝑎!", 𝑏!", 𝜃 7.  𝐿𝑜𝑠𝑠" 𝑦, 𝑙 = ∑!#$% 7𝑤!" ⋅ 𝐶𝑜𝑠𝑡" 𝑦!
", 𝑙!"



Experiments

• Question Answering (TrecQA, WikiQA)
• Natural Language Inference (SNLI, SciTail)

• Backbone model (BERT)
• Data Merging, Fine Tuning
• Adversarial Domain Confusion, Reinforced Transfer Learning

1. Tasks and datasets

2. The Categories of Experiments

3. Baselines

• Adaptation distribution gap (cross-dataset, cross-task)
• Target domain data size (10-shot, 50-shot, 100-shot and 1000-shot)



Intra-task Cross-dataset Adaptation Experiment



Cross-task Adaptation Experiment



Ablation Study

• Interaction-based text matching model
• Representation-based text matching model

• MAML vs Reptile

1. Backbone Models

2. Source Weight Initialization

3. Effectiveness of MAML

• Random Initialization (vs Zero Initialization, vs One Initialization)
• One Initialization (vs Zero Initialization, vs Random Initialization)



Summary

• The adaptability of the deep text matching model is improved significantly

• No constraints on source domain data

• No hyperparameters are introduced



Thanks for listening


