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• Out-of-domain Generalization 

• Given  training domains 
where  denotes the -th domain. 

• Domain generalization tends to learn a robust predictive 
function  from  to achieve minimum 
prediction error on an unseen test domain . 

• i.e.,   cannot be accessed in training. 
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Background



• Over-parameterized LMs suffer from the limitation of large 
learning variance when faced with multiple domains. 

• A pilot study on how different parameters of BERT behave over 
multiple domains. 

• A critical portion of parameters are domain-specific while others 
are domain-general. 

Motivation



• We posit that a domain-general LM underpinned by domain-
general parameters can be derived from the original LM. 

• The domain-general LM would facilitate a better domain 
generalization. 

• Lottery tickets hypothesis states that a pruned model is capable of 
performing as expressive as the original over-parametrized model. 

• We propose to identify domain-general parameters (dubbed doge 
tickets) by playing lottery tickets under the guidance of a domain-
general score. 

Motivation



• The identification of doge tickets follows a first fine-tuning, then 
pruning, finally rewinding paradigm. 

• We apply structured pruning in LM by pruning MHA heads and 
FFN blocks. 
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Rewinding



• Previous work identifies winning tickets by referring to the expressive scores of parameters.  

• We approximate the expressive scores by masking elements of fine-tuned LM. 

• Expressive scores 

• We propose a domain-general score which take the mean and variance of expressive scores 
across domains into account to identify the doge tickets. 

• Domain-general scores 

Method



• Out-of-domain datasets 
• The Amazon sentiment classification dataset 

• The MNLI language inference dataset 

• The OntoNotes named entity recognition dataset 

• Baselines 
• BERT  

• BERT w. IRM 

• BERT w. winning tickets 

Experiments

• BERT w. random tickets 

• BERT w. doge tickets



• BERT w. doge tickets certainly generalizes better than baselines 
over all tasks. 

Results



• Sensitivity to Learning Variance 

• Impact of Training Domains 
• The impact of domain-specific (or domain-general) parameters on 

generalization becomes more significant. 

Analysis



• Existence of Domain-specific Manner 
• High mean with high variance (HMHV)                 

• High mean with low variance (HMLV) 

Analysis

• Low mean with high variance (LMHV) 

• Ligh mean with low variance (LMLV)



• Consistency with Varying Sparsity Levels 

• Doge tickets outperforms winning tickets most of the time. 

Analysis



• We propose identify domain-general parameters by playing lottery 
tickets to uncover the domain-general LM. 

• We propose a domain-general scores to guide the identification of 
doge tickets. 

• Doge tickets shows advantages over previous winning tickets and 
the original over parameterized model on the out-of-domain 
datasets. 

• arXiv: https://arxiv.org/abs/2207.09638 

• Github: https://github.com/Ylily1015/DogeTickets 

Conclusion
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