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Background

• Aspect-based Sentiment Analysis (ABSA) 
• Fine-grained opinion mining

• May contains multiple aspects

• Two sub-tasks of ABSA 
• Aspect-based Sentiment Classification (SC)

• Aspect-based Opinion Extraction (OE)

• E.g., The food  is tasty but the service is very bad !
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• An effective ABSA model requires either aspect-specific feature induction or 
context modeling.

•  Prior ABSA work relies on rather complicated aspect-specific feature 
induction to achieve a good performance. 

• E.g., for SC, these approaches range from memory networks, convolutional networks, 
attentional and graph-based networks.

• E.g., OE is treated as a sequence tagging task, attention-based and graph-based networks 
are developed to capture the interaction between the aspect and the context.

• Recently, pre-trained language models (PLMs) have been shown to enhance 
the sofa ABSA models due to their extraordinary context modeling ability.
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•  However, currently the use of PLMs in ABSA models is aspect-general, 
which only use the PLM as context modeling layers to simplify the feature 
induction strictures, overlooks two key questions:

• Whether the context modeling of a PLM can be aspect-specific?

• Whether the aspect-specific context modeling within a PLM can further enhance ABSA?

• To answer the questions, we propose to achieve aspect-specific context 
modeling with aspect-specific input transformations,  namely aspect 
companion, aspect prompt, and aspect marker.

• Informed by these transformations, non-intrusive aspect-specific PLMs can 
achieved to promote the PLM to pay more attention to the aspect-specific 
context in a sentence.

• Additionally, we craft an adversarial benchmark for ABSA (advABSA) to see 
how aspect-specific modeling can impact model robustness.
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3.Method

• 3.1 Task Description
• Sentence  

• Given Aspect 

• The goal of SC is to find the sentiment polarity with respect to the given aspect A.  
• SC requires a model to give a positive sentiment on food 

• OE aims to extract corresponding opinion span based on the given aspect A. 
• OE requires a model to tag the sentence as {O, O, O, B, O, O, O, O, O, O, O,}, indicating the 

opinion span tasty for the aspect food. 

S = {w1, w2, …, wn}

A = {a1, a2, …, am}
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Method

• 3.2 Overall Framework 
• An input transformation layer

• Aspect Generality

• Aspect Companion

• Aspect Prompt

• Aspect Marker

• A context modeling layer

• A feature induction layer 

• A classification layer 
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Method
• 3.3 Aspect-general Input 

• Aspect Generality

•

• 3.4 Aspect-specific Input Transformation
• We hypothesize that the three transformations can promote the aspect-awareness of PLM and help PLM 

achieve an effective aspect-specific context modeling. 

• 3.4.1 Aspect Companion

•

• 3.4.2 Aspect Prompt

•

• 3.4.3 Aspect Marker

•

[CLS]{w1, w2, …, }{a1, a2, …, am,}{…, wn}[SEP]

[CLS]{w1, w2, …, }{a1, a2, …, am,}{…, wn}[SEP]{a1, a2, …, am,}[SEP]

[CLS]{w1, w2, …, }{a1, a2, …, am,}{…, wn} the target aspect is {a1, a2, …, am,}[SEP]

[CLS]{w1, w2, …, } ⟨asp⟩ {a1, a2, …, am,} ⟨/asp⟩ {…, wn}[SEP]
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Method
• 3.5 Context Modeling

                                       

• 3.6 Feature Induction

                                 

• 3.7 Fine Tune

                       

H = PLM( ̂S)

Ĥ = MeanPool([ha
1, ha

m])

ℒ(θ) = − ∑n
i=1 ̂yi log yi + λ∑θ∈Θ θ2
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Experiment
• SC Datasets

• Standard datasets

• SemEval Restaurant

• SemEval Laptop

• Robustness datasets

• ARTS-SC-Restaurant

• ARTS-SC-Laptop

• SC Baselines (PLM-based)
• Bert/Roberta-CLS-MLP

• AEN-Bert

• LCF-Bert

• PLM-ASCNN

• PLM-ASGCN

• OE Datasets
• Standard datasets

• SemEval Laptop

• SemEval Restaurant

• Robustness datasets

• ARTS-OE-Laptop

• ARTS-OE-Restaurant

• OE Baselines (PLM-based)
• Bert+Distance-rule

• TF-Bert

• SDRN

• TSMSA-Bert

• ARGCN-Bert
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Results and Analysis
• SC Standard and Robustness Results

• Our models with input transformations outperform the comparative baseline models

• Our models with the three transformations are more robust than the baseline models
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Results and Analysis
• OE Standard and Robustness Results

• With the three transformations, our models perform significantly better than baseline models.

• With the transformations, our models are more robust.



MotivationBackground Method Experiment Result Conclusion

Ablation Study

• Aspect-specific Feature Induction 
• These results demonstrate the effectiveness of the aspect-specific feature induction 

methods with PLMs.

• Aspect-specific Context Modeling 
•  The results show that the transformations bring significant performance improvements, 

even better than the models with aspect feature induction.

• These excellent results demonstrate the effectiveness of the proposed transformations for 
context modeling, which indirectly explains that context modeling is more critical than 
aspect feature induction for ABSA. 



MotivationBackground Method Experiment Result Conclusion

Visualization of Attention

• The attention scores separately offered by our OE model (BERT-MeanPool-
Concat) with the three transformations

•  We can observe that before applying the transformations, the model may attend to more 
irrelevant words. 

• On the contrary, AC, AP, and AM can promote our model to attend to aspect-specific 
context and capture the correct opinion spans, thus achieving aspect-specific context 
modeling in PLM.



MotivationBackground Method Experiment Result Conclusion

Conclusion
• We propose three aspect-specific input transformations and methods to 

leverage these transformations to promote the PLM to pay more attention to 
the aspect-specific context in two aspect-based sentiment analysis (ABSA) 
tasks (SC and OE).

• We conduct experiments  with standard benchmarks for SC and OE, along 
with adversarial ones for robustness tests.

• Our models with aspect-specific context modeling achieve the state-of-the-art 
performance for OE and outperform various strong models for SC.

• The extensive experimental results and further analysis indicated that aspect-
specific context modeling can enhance the performance of ABSA.

• Additionally, we craft an adversarial benchmark for ABSA (advABSA) to see 
how aspect-specific modeling can impact model robustness.

• arXiv: https://arxiv.org/pdf/2207.08099.pdf

• Github: https://github.com/BD-MF/ASCM4ABSA

https://arxiv.org/pdf/2207.08099.pdf
https://github.com/BD-MF/ASCM4ABSA


The End

Thanks for your attention.


