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Motivation

• distillation directly from the teacher to the student may 
suffer from teacher-student capacity gap.


• distillation with the teacher assistant is way better yet 
may suffer from assistant sub-optimality.


• distillation with the optimal teacher assistant is urgent.

Method

• scale-performance tradeoff is a good indicator of assistant optimality, 
which is quantitatively defined by a lambda-tradeoff without an 
individual run to the student:

• t = m + lambda * (1 - s), where m is the performance and (1 - s) is 

the sparsity w.r.t. the teacher scale.

• the sparsity is a trivial measure while the performance is a measure 
that requires training, which is efficiently estimated by a sandwich 
framework: 

• parameter sharing among these candidate assistants admits one-

run and more efficient training of all these assistants.
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Conclusions

• Having observed that the scale-performance tradeoff of the teacher 
assistant is of great importance to the student, we introduce a lambda-
tradeoff. To efficiently compute the measures for teacher assistant 
candidates, we design a sandwich optimization for these candidates.
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• comprehensive results demonstrate the improved 
efficiency, see more results in our paper.


