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» encoder-decoder interplay is important, without which the distillation would
2 be rather unstable:
o . by contrasting explicit objective involving the
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f. % g interplay to implicit objective, where explicit one admits stable training.
70- g1 10- oo 52 ngz:gzzgz ,Clmp — £L0git( S; 7~’ DZ) + £SeIfAttn ( S;T, DZ),
%07 Seratch ML ®" Scratch DistiGPT2 ®" Scratch Atiention  Logi % EEXP — L:Logit( S; 7-’ DZ) + L:SelfAttn ( S;T, DZ)
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» previous studies on task-agnostic distillation mainly focus on
encoder-only language models (e.g. BERT) or decoder-only L(S; T, Dz, Dx) = L-84(S; T, Dy)+
language models (e.g., GPT2). 00 Amadim LA (S, T D) 4 LENSAN (5. T D)
« while attention-based distillation is suitable for BERT (e.qg., I - T Y

MiniLM) and logit-based distillation is suitable for GPT2 (e.g.,

DistilGPT2), they » based on the observation, two explicit objectives are proposed:

» one considering decoder self-attention and decoder cross-attention

( ), and another considering decoder self-attention and
encoder self-attention ( ).
Method GFLOPs SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE | GLUE
Acc F1 SpCorr  F1 Acc Acc Acc | Score . . . .
TSoace 254 X | 946 930 900 889 867/868 929 747 | 885 * in this paper, we aim to provide a path that suc- cessfully tackles the
T56Laaa 3.18 922 902 860 873 812817 882 700 | 846 distillation of encoder-decoder LMs, which fails most previous methods in
MiniDiscse,® 780 | 93.8 89.8 85.3 86.7 82.9/82.7 89.2 646 | 844 . . . .
MIMKDey.384+ 318 % | 923 887 86.2 875 81.6/821 882 679 | 843 the area. We find through a pl|0t study that the encoder- decoder mterplay IS
MiniLMey 3841 3.18 o | 921 89.6 85.2 87.0 81.2/81.5 88.0 68.6 | 84.1 k tth t h Id b I d . th d t“ t th tth
MIMKD+MiniLMg.3g4ry  3.18 924 892 860 873 81.7/821 891 67.9 | 845 d Key componen at snou e alignea In tne aistiiation so tna e
MINEND Dozous 318 921 906 858 &7 814623 890 668 | 84T distilled encoder-decoder LMs are promising. Based on the idea, we
w/o Llosit . » . . 4 : .2/82. . ! : . . . .
MINIEND-E et agan 318 © | 927 900 861 874 818821 838 69.3 | 848 propose two directions that the encoder- decoder interplay alignment can
Wlo £Les 318 923 899 866 877 825831 892 690 | 850 be incorporated and verify their effectiveness on a language understanding

® MiniDisc is distilled from T5xiarge, @and owns larger GFLOPs.

benchmark and two abstractive summarization datasets.
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« comprehensive results demonstrate the improved
effectiveness, see more results in our paper.



