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Motivation

Aspect Sentiment Triplet Extraction

* Given a sentence (comment), an ASTE model is required
to output triplets of (aspect, opinion, sentiment).

* |t is commonly recognized that the triplets are highly
correlated with syntactic dependency structures.

POS NEG

N\
Triplet: [Great][food] but the was !

CONJ

AMOD NSUBJ
L\ /
Dependency: [Great}[food] but the was |dreadful | !
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Motivation
ASTE with Syntactic Dependency Structures

e Syntactics dependency structures can be incorporated
into non-LM-based ASTE models and performance
Improvements can be yielded.

e However, we are curious about whether this sort of
structural bias is necessary for LMs, especially regarding
LMs are implicitly structure learners. We study this by
explicitly injecting structural bias into LMs.

* By the way, we highlight two design inefficiencies:

 Parameter-inefficiency and latency-inefficiency.
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Motivation
ASTE with Structural Adapter

 Parameter-inefficiency
* Adapter-like fashion.
* |atency-inefficiency

* Relative position structure as an alternative inspired
previous studies in aspect-based sentiment analysis.
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Method

Structural Adapter

* Additive adapter.
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Method

Structure Derivation

e Syntactic dependency v.s. relative position.

Tokens
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Method

Efficiency

 Parameter and latency efficiencies are improved.

Model #Params+
MuG BERT 0.00M
w/ STRUCTLYR-DEP 14.17 M
w/ STRUCTLYR-REL 14.17 M
w/ STRUCTAPT-DEP 0.01 M
w/ STRUCTAPT-REL 0.01 M

While dependency distance derivation costs
around 4 micro-seconds per token (250 tokens/ms
in other words), relative distance derivation only
spends 3e-3 micro-seconds per token (333,000 to-
kens/ms in other words). That is, the relative dis-
tance derivation enjoys a 1,000x speed-up com-
pared with the dependency distance derivation.
Hence, the latency efficiency of relative distance
derivation is numerically verified.

8/12



Data

Lasted: A Large-scale ASTE Dataset from dianping.com

* Previous datasets v.s. Lasted.

Dataset #S #T  #T/S #TK/S

train 1266 2336 1.85 1731

SemEvalR14 4.0 319 577 186 1581
test 492 994 202 1634
train 19485 38050 1.95 34.94
dev 2783 5334 192 34.88
test 5567 10820 1.94 35.04

Losted
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http://dianping.com

Results

Benchmarking Evaluation

e Results on SemEval

Model L14 R14 R15 R16
P R F, P R F, P R F, P R Fy
KWHW BiLSTM" 37.38 50.38 42.87 4324 63.66 5146 48.07 5751 5232 4696 6424 54.21
JET® BiLSTM" 53.03 33.89 41.35 61.50 55.13 58.14 6437 44.33 5250 7094 57.00 63.21
MTL BiLsT™* 51.00 40.07 44.81 6387 5476 5890 57.50 4256 48.73 59.03 54.84 56.73
GTS BiLsTM 60.32 3898 47.25 71.08 56.38 6285 6660 4691 55.02 68.75 56.02 61.71
JET® BERT™ 55.39 47.33 51.04 7056 5594 6240 6445 5196 57.53 7042 58.37 63.83
GTS BERT* 57.09 50.33 5348 6949 67.75 68.59 61.59 5821 59.81 65.75 68.32 66.99
w/ STRUCTAPT-REL 57.89 51.57 54.47 6894 68.26 68.60 62.17 58.63 60.28 66.17 69.79 67.91
Span BERT¥ 62.57 56.02 59.08 71.77 7042 71.06 62.06 63.26 62.63 68.57 71.12 69.79
w/ STRUCTAPT-REL 64.72 56.80 60.47 7253 71.75 7213 62.80 63.79 63.17 6894 70.74 69.80
MuG BERT 58.30 5221 55.06 6840 67.64 68.00 60.65 54.12 57.10 6626 67.39 66.74
w/ STRUCTAPT-DEP 59.39 5295 5595 67.69 6890 68.27 60.74 55.77 58.11 64.73 68.33 66.45
w/ STRUCTAPT-REL  59.54 52.56 55.75 6892 68.12 68.50 59.83 56.78 58.17 65.31 68.83 67.01
UGF BART' 61.41 56.19 58.69 6552 6499 6525 59.14 59.38 59.26 66.60 68.68 67.62
GAS 157 - - 60.78 - - 72.16 - - 62.10 - — 70.10
MuG RoBERTa 64.18 57.03 60.33 7047 7188 71.16 63.78 61.88 62.79 68.61 7220 70.34
w/ STRUCTAPT-DEP 64.18 56.41 60.03 71.62 7192 71.72 6396 61.67 62.70 68.85 71.81 70.28
w/ STRUCTAPT-REL  64.12 57.16 60.53 73.26 7193 71.17 6286 63.82 63.12 69.15 74.12 70.44
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Results

Large-scale Evaluation

Results on Lasted

Model Laosted
P R F,
GTS BERT-base 43.81 46.11 4492
w/ STRUCTAPT-REL  45.38 46.22 45.79
MuG BERT-base 47.20 45.28 46.22
w/ STRUCTAPT-REL 49.64 45.02 47.22
MuG RoBERTa-base 48.10 4498 46.49
w/ STRUCTAPT-REL  50.40 44.77 47.42
MuG RoBERTa-large  49.49 46.85 48.13
w/ STRUCTAPT-REL 48.33 4791 48.13
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Conclusion

o Structural bias is still a necessity even with LMs.

* |s a structure-biased pretrained language model
beneficial?

o arXiv https://arxiv.org/abs/2209.00820

 Code & Data https://github.com/GeneZC/StructBias

» Contact czhang@bit.edu.cn

 Many thanks.
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