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Why Democratization
Moore’s Law and Beyond

• Moore’s law and Huang’s law have respectively indicated that CPU and GPU performance will 
exponentially increase. However, this increase lags far behind that of model scale.



Why Democratization
An Exemplar: Apple Intelligence

• Apple has invented a concept termed Apple Intelligence that highlights the use of small language 
models (SLMs) to aid the drawbacks of serving LLMs.



Democratization in Size
Distillation

• Language model (LM) distillation aims at reducing inference compute by distilling a large LM into a small 
LM under a teacher-student paradigm.

Teacher StudentKnowledge



Democratization in Size
Capacity Gap: Intuition

• Distillation directly from the teacher to the student may suffer from the capacity gap.

• It is intuitive to recognize that a student at primary level might not be taught very well by a teacher at 

graduate level.



Democratization in Size
Capacity Gap: Theory I

• Here comes a minor theory of why capacity gap should be crucial.

• The approximation error in Proposition 1 is negatively correlated with the teacher size.

• The approximation error in Proposition 2 is negatively correlated with the student size, thus positively 

with the teacher-student size discrepancy given the teacher size is fixed.



Democratization in Size
Capacity Gap: Theory II

• Combining Proposition 1 and 2 gives the ultimate theory.

• The student performance is proven to be concerned with both the teacher performance and the 

capacity gap.



Democratization in Size
Capacity Gap: Observation

• The impact of capacity gap can be observed from three aspects, i.e., respectively the teacher 
perspective, the student perspective, and the compute perspective
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Democratization in Size
Cliff of Capacity Gap

• From the teacher perspective, the student may suddenly suffer a significant performance decline while 
decreasing size, which we term as cliff of capacity gap.



Democratization in Size
Cliff of Capacity Gap: Optimality of Assistant

• A pioneering study to alleviate the cliff is teacher assistant-based distillation, which inserts an 
intermediate-size model between the teacher and student as a teacher assistant.


• We find that the student performance is very sensitive to the selected teacher assistant size and 
exhaustively uncover the optimal teacher assistant size could be very time-consuming with a brute-
force search.



Democratization in Size
Cliff of Capacity Gap: Optimality of Assistant

• Scale-performance tradeoff is a good indicator of teacher assistant optimality, which is quantitatively 
defined by a lambda-tradeof without an individual run to the student.

• t = m + lambda * (1 - s), where m is the performance and (1 - s) is the sparsity w.r.t. the teacher scale.


• Sparsity is a trivial measure while the performance is a measure that requires training, which is efficiently 
estimated by a sandwich framework:

• parameter sharing among these candidate assistants admits one-run and more efficient training of all 

these assistants.
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Democratization in Size
Cliff of Capacity Gap: Optimality of Assistant

• Main results



Democratization in Size
Cliff of Capacity Gap: Optimality of Assistant

• Ablation results



Democratization in Size
Curse of Capacity Gap

• From the student perspective, the student may first enjoy a improved performance then suffer a 
performance decline while teacher is increasing size, which we term as curse of capacity gap.



Democratization in Size
Curse of Capacity Gap: Generalization

• Teacher assistant-based distillation is also a good choice to circumvent the curse.

• We discover that even teacher assistant-based distillation can only lift the curse in a limited scope.



Democratization in Size
Curse of Capacity Gap: Generalization

• An intuitive guideline is enlarging student capacity without increasing inference compute. Mixture of 
experts (MoE) student, enlarging student capacity with sparse experts.


• We incorporate the merits of MoE in the design of the distillation.



Democratization in Size
Curse of Capacity Gap: Generalization

• Main results



Democratization in Size
Curse of Capacity Gap: Generalization

• Ablation results



• Besides the teacher and student perspectives, we can also take a third-party perspective from the 
compute side.


• The optimal teacher size, the expected student size, and the small compute overhead besides the 
teacher and student consumptions form an impossible triangle of capacity gap.

Democratization in Size
Impossible Triangle of Capacity Gap



• Determining the optimal teacher would also be consuming, then how?

Democratization in Size
Impossible Triangle of Capacity Gap: Sustainability



Democratization in Size
Impossible Triangle of Capacity Gap: Sustainability

• Inspired by the spirits of scaling law, we attempt to show a law of how the optimal teacher will be sized 
provided an expected student size.



Democratization in Size
Impossible Triangle of Capacity Gap: Sustainability

• Main results



Democratization in Size
Impossible Triangle of Capacity Gap: Sustainability
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Democratization in Size
Impossible Triangle of Capacity Gap: Sustainability

• Main results



Democratization in Size
Impossible Triangle of Capacity Gap: Sustainability

• Ablation results



Democratization in Size
Impossible Triangle of Capacity Gap: Sustainability

• Cases



Democratization in Size
Impossible Triangle of Capacity Gap: Sustainability

• Extensions



Democratization in Size
Law of Capacity Gap: External Evidence

• There are evident cases where similar law is implicitly applied yet not explicitly shown.


• Apple: Apple Foundation Model (https://arxiv.org/pdf/2407.21075)


• Google: Gemma-2 (https://arxiv.org/pdf/2408.00118)


• Nvidia: Minitron (https://arxiv.org/pdf/2407.14679v1)



Future Work

• Law of capacity gap with data amount considered.


• Vocabulary-agnostic distillation (e.g., from LLaMA-3.1-405B).


• Multi-teacher distillation (e.g., from generalist/code/math models).


• RLHF with distillation (e.g., DPO with a  large teacher).


• etc.
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