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Language Model Distillation
Teacher-student Paradigm

• Language model (LM) distillation aims at reducing inference compute by 
distilling the large LM into a small LM under a teacher-student paradigm.

Teacher

Student
Knowledge Distillation



Language Model Distillation
Existing Methods

• Task-specific distillation with finetuning data (e.g., MRPC).

• KD (Hinton, et al.)

• MiniDisc (Zhang, et al.)

• Task-agnostic distillation with pretraining data (e.g., Wikipedia).

• MiniLM (Wang, et al.)

• TinyBERT (Jiao, et al.)

• Task-agnostic distillation is commonly viewed as a better choice.



Curse of Capacity Gap
Theoretical Intuition

• The curse of capacity gap is not new, but has already been recognized in 
vision community as `large teacher, poor student` for task-specific vision 
model distillation. We leave a minor theoretical justification says increasing 
teacher capacity introduces a tradeoff between errors of the teacher ( ) and 
the capacity gap ( ).
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Curse of Capacity Gap
Empirical Investigation

• Little work has systematically verified that the curse for both task-specific and 
task-agnostic LM distillation. We mainly focus on task-agnostic one. The curse 
indeed exists in LM distillation and existing methods cannot simply tackle the 
curse.
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Curse Lifting
Potential Solutions

• An intuitive guideline is enlarging student capacity without increasing inference 
compute.

• Quantized student, enlarging student capacity with lower precision, yet not 
distillation-friendly.

• Depth-adaptive student, enlarging student capacity with adaptive depths (e.g., 
early exiting), yet not in constant compute.

• Mixture of experts (MoE) student, enlarging student capacity with sparse 
experts.



Curse Lifting
MiniMoE

• We incorporate the merits of MoE in the design of the distillation.

• We start from a task-agnostic distillation baseline MiniLM and propose to 
replace the student in it with a MoE one (thus named MiniMoE for mixture of 
minimal experts).



Experiments
Setup

• Distillation on Wikipedia.

• Finetuning on GLUE (sequence and sequence-pair classification) and CoNLL 
(named entity recognition).

• BERT-base and BERT-large as teachers of different scales.

• All students default to 4 experts.



Experiments
Lifted Curse 

• The curse is not lifted by MiniLM and MiniLM w/ TA until MiniMoE.
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Experiments
Superior Performance

• MiniMoE also achieves new SOTA results.



Experiments
Practical Compute

• We also offer the practical compute consumed by MiniMoE. The imposed MoE 
student would not add to the inference compute that much.



Experiments
Memory Efficiency

• Nonetheless, would it be possible to reduce the parameter amount? Yes, we 
find that every expert can be more or less pruned from a SVD (singular value) 
perspective. We leave this to future.



Experiments
Expert Number

• We also explore how would the expert number impact the performance. 
Adding experts can increase the variance thus lead to degraded performance 
for students that are already small (with high variance).



Conclusion

• MiniMoE can largely lift the curse, but still leaves the room for improvement. 

• However, given that MiniMoE yet cannot fully lift the curse, we are still wondering 
whether the issue of capacity gap is really a curse that should be lifted or just a law 
that should be adopted?

• arXiv: https://arxiv.org/abs/2305.12129

• GitHub: https://github.com/GeneZC/MiniMoE

• HuggingFace: https://huggingface.co/GeneZC/bert-base-minimoe-6L-384H and more

• Slides: https://genezc.github.io/assets/files/ACL2023_MiniMoE.pdf

• Thank you all!

https://arxiv.org/abs/2305.12129
https://github.com/GeneZC/MiniMoE
https://huggingface.co/GeneZC/bert-base-minimoe-6L-384H
https://genezc.github.io/assets/files/ACL2023_MiniMoE.pdf

