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Background
• Fine-grained opinion mining - aspect sentiment classification (ASC)

• E.g., Great food but the service was bad. 

• Pervious ASC Models have achieved remarkable in-domain (I.D.) 
performance on the ASC task

• By modeling complex interactions between aspects and contexts.

• State-of-the-art ASC models have been shown to suffer from the lack of 
robustness. Particularly in two scenarios:

• out-of-domain (O.O.D.) scenario.

• adversarial (Adv.) scenario.
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•  Prior work observes that highlighting words close to a target aspect would 
boost I.D. performance (termed as position bias)

• E.g., Great food but the service was bad. 

• Great is close to food and far away from service.

• We hypothesize that position bias is also crucial for robust ASC models in 
O.O.D. and Adv. settings

•  The hypothesis is statistically evidenced by existing benchmarking 
datasets.

Motivation
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Method
• Notations

• Word indices 

• Word representations 

•  denotes the start of the aspect, and the length of the aspect is 

• Position-biased weight

•
• Biased word representations 

• Position-biased dropout 

•
• Biased word representations  

S = {w0, w1, …, wγ, wγ+1, …, wn−1}
V = {e0, e1, …, eγ, eγ+1, …, en−1}

γ m

E = {piei}

E = {ziei}
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Experiment
• Datasets

• SemEval Laptop

• SemEval Restaurant

• ARTS Laptop

• ARTS Restaurant

• Target Models

• LSTM

• LSTM-Attn

• IAN

• MemNet

• AOA

• ROBERTa
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O.O.D. & Adv. Result
• Largely improve robustness of target models
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I.D. Result
• Does not harm I.D. performance
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Case Study
• Case study on attention weights visualization 

• verifies the effectiveness



MotivationBackground Method Experiment Result Conclusion

Conclusion
• To improve the robust of ASC models,  we propose a simple yet effective 

inductive bias that should be incorporated, that is, position bias. 

• We proposed two mechanisms to capture position bias, namely position-
biased weight and position-biased dropout.

• The experimental results verify our hypothesis that position bias is beneficial 
for building more robust ASC models. 



The End

Thanks a lot.


